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Using BitTorrent for measuring end-to-
end Internet path characteristics

Abstract

This report presentBitProbes a system utilizing participants in peer-to-peer
systems as targets for measuring the link chaiatitsr of Internet end hosts.
By connecting measurement nodes to popular swafitie avidely used peer-
to-peer systenBitTorrent, it is showed that properties of BitTorrent make
users of it well suited as targets for Internet saeaments. The design and
implementation of a system for large scale end hestsurement is presented.
The system is capable of measuring the upload tg@ad link latency of end
hosts as well as recording the path to the host. rEport also includes the
design of a probing tool that can measure the dmaehtapacity of end hosts
in what looks like a BitTorrent application levedridshake. This tool exploits
TCP-packet reordering to disable delayed acknoveedmts on remote hosts.
An early version of BitProbes is then evaluatedPtenetLabto verify both
potential coverage and usability of results. Ardatersion is currently running
at 8 dedicated machines in a server cluster attiigersity of Washington,
covering roughly half a million end-hosts per wedke measurements are
stored in a database accessible by iPlane a system developed at the
University of Washington that provides predictioabout Internet path
performance. With the addition of end-host measerdés the iPlane is able to
predict the properties of the link between two tagoy end hosts.



Mata egenskaper hos Internet-
anslutningar genom att uvtnytija
BitTorrent

Sammanfattning

| denna rapport presenterar jBigProbes ett system som begagnar anvandare
av det populéara peer-to-peer programiBiTorrent som mal for matning av
egenskaper hos slutanvandares Internetanslutnielgor@ att ansluta speciella
matnoder till populédra BitTorrent svarmar visar jatj egenskaper hos just
BitTorrent gor anvandare av det val lampade attaada som mal for
matningar. Jag presenterar design och implementatrcett system byggt for
storskalig métning av slutanvandares anslutningte®yet &r kapabelt att méata
bandbreddskapaciteten uppstroms och lankens latenslutanvandaren sa
val som att notera vilken Internet vag som anvadég) presenterar ocksa
designen av ett verktyg for att mata bandbreddsksgtan nedstroms i vad
som for slutanvandaren ser ut som en vanlig haa#legky i BitTorrent
protokollet. Detta verktyg skickar TCP-paket i &miordning for att inaktivera
TCPs "delayed acknowledgement”. En tidig versigrsgstemet utvarderades
paPlanetLabfor att verifiera om det ar mojligt att fa god kaing sé val som
anvandbara data. En senare version kors nu pa i@edade maskiner i ett
serverkluster vid University of Washington, och lates till ungefar en halv
miljon slutanvndare per vecka. Matresultaten sparan databas som é&r
tillganglig for iPlane, ett system utvecklat pa \misity of Washington for att
forutspa egenskapen hos Internet vagen mellan odyckliga noder pa
Internet.
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Introduction

1 Introduction

Detailed estimates of Internet path propertiesnalpplications to make better
decisions. Content distribution networks (CDNs)hswas Coral (Freedman,
Freudenthal et al. 2004), CoDeeN (Wang, Park et2@04) and Akamai
(Akamai 2006) have the ability to use Internet fogg information to redirect
clients to the node which provides the best perémre. Peer to peer services
such as Skype (Skype 2006) and BitTorrent (Cohef3RCcould use
knowledge of both the core and the edge to be @ttieize peer selection to
improve end-user performance (Madhyastha, Isdaklet2006). Overlay
services such as RON (Andersen, Balakrishnan 208all) can optimize routes
based on metrics such as loss rate, latency, awvdth capacity to allow for
applications to select routes based on specifidsiee

TheiPlane is a scalable service that provides predictiorsutinternet path
performance. To be able to make accurate predgtitme iPlane requires
measurements of a large number of Internet routéisen measuring the
Internet core, a concern is to make accurate measnts without using too
much bandwidth. Techniques for this have been phéd, yielding tools such
as Spruce (Strauss, Katabi et al. 2003) and Path{dzn and Dovrolis 2003)
for available bandwidth, CapProbe (Kapoor, Cheralet2004) and SProbe
(Saroiu, Gummadi et al. 2002) for bandwidth capac#énd pi ng and
t racer out e for latency and topology. Even with these toadsearchers are
limited when performing measurements to end-hdSgsiflg, Peterson et al.
2006) even though this is where the greatest diyecd the network link
properties exists.

Measurements to the edge have proved to be difficid to uncooperative and
even hostile hosts. End hosts are often firewallgkhich makes them not

respond to active probing and rules out many oftduds that are used for

mapping the core. Hosts can also mistake a measuatgrobe for an intrusion

attempt, causing alarms in intrusion detectionesyst (IDS). To avoid these

problems, researchers have been forced to takeattee approach to end host
measurements. Instead of active probing, systewts asi PlanetSeer (Zhang,
Zhang et al. 2004) have taken an opportunistic gggdr to end host

measurements as described in (Chen, Bindel eD8K)2 These systems infer
link properties by passively monitoring TCP streashdiosts using a service
already in use by the measuring node. This allowasurements of end-hosts
without triggering alarms in IDSs. These systembilevsuccessful, have the
drawback that they are limited by the popularitytted service offered. Getting

providers of popular content to install the reqdineeasurement application on
their servers has also proven difficult.

Instead, | propose a solution where the measumg$ participate in popular
peer-to-peer systems. These systems are widelpydsbhnd provide millions
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of hosts that can be measured. One of the mostlywalployed systems,
BitTorrent, provides just the level of free-ridisgpport required to be able to
perform a wide array of measurements. The infownathat can be collected
includes bandwidth capacity, latency and topoldgile this information is
collected, the measuring node still looks like aother peer from the
perspective of the measured host. This is crudiaesit avoids triggering
alarms in IDSs.

In this report, | present the design and implent@nteof BitProbes, a system
for large scale end-host measurements. | show ttie@atuse of BitTorrent
provides a large user-base that can be measurdidrusively. The system is
capable of measuring the upload capacity and &ténicy of end hosts as well
as recording the path to the host. | also show itieisurements to one end
host generalize to other hosts close in IP addspase. | then present the
design of a probing tool that can measure the damaehktapacity of end hosts
in what looks like a BitTorrent application levedridshake. This system is
currently running on 8 dedicated machines in aesetiuster at the University
of Washington. The measurements are stored inabase¢ accessible by the
iPlane. These nodes provide roughly half a milkommnections to distinct end
hosts per week, connections that are used to tegsily measure the hosts.

These measurements allow the iPlane to not onlyigeopredictions about
Internet core routes, but also to provide preditiabout the link performance
between two arbitrarily selected end hosts. A dpson of the iPlane is
available in (Madhyastha, Isdal et al. 2006). lattpaper we implement a
content distribution service, a peer-to-peer swagnfile-sharing application
and Voice-over-IP application that each use pramfistmade by the iPlane. In
all of these applications we show that prior knalgle about the characteristics
of Internet paths, such as capacity, latency asd-tate leads to significant
improvement in end-user performance.

The rest of this report is organized as followsctfea 2 provides background
information about the technologies used in thigesys Section 3 gives the
reader an overview of the system design followedh laetailed description of
the implementation of the system in Section 4.i8e@& presents an evaluation
of the methods used as well as statistics aboutdhiected measurements.
Section 6 gives an overview of previous systemd tieve used similar

techniques to collect measurements. Section 7 gdesl the report and
discusses the success of the method.



Background

2 Background

This chapter provides background information foraders that are
unfamiliar with the iPlane, the BitTorrent protocabr Internet
measurements.

The iPlane section provides a short introductiontbe iPlane. The
iPlane provides a query interface for applicatiotigat benefit from
prior knowledge of Internet path characteristics.

The BitTorrent section introduces the BitTorrentofocol and the
different components of a BitTorrent system. Iintlgwes into more
technical detail about the parts of the protocoatthmake BitTorrent
suitable to Internet measurements.

The measurement section contains an extensive iewenf previous
Internet measurements research. The focus is owviddth capacity
measurements since these are the measurementsnpeifdoy this
system that are the most difficult to perform aeteily.

2.1 The iPlane

iPlane: an Information Plane for Distributed Seegi§Madhyastha, Isdal et al.
2006) is a system developed at the University ofshifegton. The iPlane,

when queried by an application, is able to pregiioperties of arbitary Internet
paths, allowing the application to make better sieais about for example peer
or server selection.

The iPlane has been evaluated with three applitsited CDN service, a Voice-
over-IP, or Skype-like, application and BitTorreResults from the CDN and
the BitTorrent experiment are shown below.

In the BitTorrent experiments, we used a modifiagtT&trent tracker. The
standard BitTorrent tracker will, when querieduraeta random subset of the
peers associated with the particular swarm. We fieadithe standard
BitTorrent tracker to instead take predictions magdhe iPlane into account.
Instead of randomly returning peers, the modifiedker returns only 50% of
the peers selected randomly. The other 50% of ¢eespreturned are peers that
are predicted to be well connected with the querypeer. To check if our
technique is better than proposed optimizationgh¢oBitTorrent protocol, we
also compared against an extension to BitTorreatt ukilizes Vivaldi (Dabek,
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Cox et al. 2004), a system for Internet coordinafesumulative distribution
function (CDF) plot of comparative results is givarFigure 1.

1
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Figure 1: A comparison of BitTorrent performancetrwand without path-
prediction on the tracker.

As can be seen in the figure, 80% of the hostsgutie iPlane tracker have
completed their download within the first 130 set®inAt this time only 35%

of the Vivaldi hosts and none of the hosts usirggrtbrmal BitTorrent tracker

had completed the download. It can also be sednhbalowest 10% see only
a very limited improvement with the iPlane’s tracksuggesting that this
optimization primarily is important for hosts thdd not utilize their potential

capacity with regular BitTorrent. The conclusiontbis experiment is that a
tracker that is querying the iPlane will improve therformance of BitTorrent
file transfers.

We also verified that the iPlane can help conteovigers such as Akamai and
CoDeeN that direct hosts to the server which wibvde the highest TCP

throughput as suggested by the PFTK model (Jitendctor et al. 1998) and

the iPlanes predictions link characteristics. Quri@€DNs instruct their name

servers to direct clients to the server that is&dd in terms of latency. To see if
the predictions made by the iPlane could perforntebewe compared

download times of clients connecting to the closester, and clients that
connected to the server that the iPlane predicdthte best performance. It
should be noted that the choice of the closestesemas done by an “oracle”
having complete knowledge of the network; somethimat would requires

extensive probing, and therefore is infeasibldareal world.
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Figure 2: Download times from CDN using iPlane’sfpemance predictions
or the closest server in terms on latency.

As seen in Figure 2, the iPlane and the oracle kawe similar performance
for small files. For larger files, the iPlane perfis marginally better than the
oracle. This is very encouraging results sinceiffi@ne only uses predictions,
while the oracle relies on active probes to cremteomplete map of the
network.

2.2 The BitTorrent protocol

The BitTorrent protocol is a peer-to-peer file s protocol that has become
increasingly popular the last couple of years. Sesistate that as much as one
third of all Internet backbone traffic originat@ifin BitTorrent transfers (Parker
2004).

2.2.1 General idea of BitTorrent

The BitTorrent protocol was developed to allow deopith limited resources
to make their content available to a large grouppebple. The traditional
client-server model of the Internet, illustratedsigure 3, requires the server to
send one copy to each client causing the load @séhver to increase linearly
with the number of clients.
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Figure 3: Centralized file distribution.
Figure source: (bittorrent.org 2006)

The purpose with BitTorrent is to utilize the uplo@sources available on the
participating clients, resulting in increasing syst resources as clients
connect. An illustration can be seen in Figure He Tlients, or peers, are
grouped into swarms, where each swarm containslibiets interested in the
same data. As soon as a peer has received a ffidoe a@ata, it announces to
the other peers that it has that data. The peertharefore able to request data
from any participant in the swarm which has theuested data, not only the
original source. Utilizing the resources of theots allows for file distribution
that scales very well.

L

Figure 4: File distribution with BitTorrent
Figure source: (bittorrent.org 2006)
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BitTorrent is able to distribute both single filesd multiple files. All the
information about the structure of the files trarted is contained in a .torrent
file. This .torrent file includes checksums of ttantents of the files transferred
to make it possible for the peers to verify tha thformation received in fact
is the information sent by the initial source. Taka the transfer more efficient
the content is divided into pieces, each piece go@iround 64-256 Kbytes,
although larger pieces sometimes are used. Theentofile contains the
checksum of all the pieces which makes it posdiielients to recover from
transmission errors without any significant pendltlyis also makes it difficult
to cheat the system since any malfunctioning otileopeer sending bogus
information immediately is detected (bittorrent.@@D6).

Using pieces makes it is possible for peers to agldata to other peers,
despite that they only have received a small foactf the total content. To
optimize availability of all content the peers requthose pieces that they see
are in most demand among the peers to which theeg@nected. This policy
is called Local Rarest First (LRF) and has showbeaa simple yet efficient
way of improving block availability in most circumasices (Bharambe, Herley
et al. 2006).

2.2.2 Components of a BitTorrent system
A BitTorrent file distribution system requires tfdlowing components:
* An ordinary web server
» A static .torrent file containing meta-informatiabout the torrent
* A BitTorrent tracker
* An initial seed possessing the whole file
* The end user web browsers
* The end user downloaders

Serving files using BitTorrent requires one adai@ibcentralized component,
the tracker, compared to serving files using hitge BitTorrent tracker serves
as the hub of the swarm, allowing the clients @&f $lgstem, the peers, to find
other peers interested in the same data. Duringtithe which a peer is
downloading it is called keecher when the peer is done downloading but still
serving the file, the peer is calledseeder A BitTorrent download is initiated
when the user downloads a .torrent file and suppti¢o a BitTorrent client.
The .torrent file can be downloaded using any tfitlgsfer method; the most
common way is to download the .torrent file fromaxdinary http-server.

The .torrent file contains administrative infornoeti about the torrent;
including the address of the tracker. The trackeeps track of the peers
currently associated with each of the torrentsemily served by the tracker.
Each new peer queries the tracker to get informaabout other peers
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interested in the same torrent. The tracker rettmasaddresses of randomly
selected peers as response to the query. The tradkelso remember the
address information about the querying peer, talile to return that address
when queried by other peers interested in the dament. The BitTorrent
protocol allows the tracker to specify how oftepegr is allowed to query for
new peers. Trackers usually limit the peers to sarequery every 300 to 600
seconds. This query rate is too low to be ablestfopm measurements of end-
hosts at a high rate, and the BitTorrent cliendusg BitProbes takes a unique
approach to increase the rate at which new peersdecovered without
violating the BitTorrent protocol.

2.2.3 Protocol information

All BitTorrent clients have to adhere to the Bitfemt protocol. The protocol
specifies how clients communicate with each othed is well documented.
This has allowed a large number of BitTorrent dkeio be developed by users
that do not like or wish to improve the main-lingnot. For the purposes of
Internet measurements two parts of the protocotiBpation are important.
The specification for when to send data to othents and the instructions for
how to notify other clients that a piece has bemeived. All information in
this section is based on version 1.0 of the Bitditrrspecification (Cohen
2002).

2.2.3.1Choking, unchoking and optimistic unchokes

For peer-to-peer file sharing applications to bdicieiht there must be
incentives for the participants to contribute reses to the system. In
BitTorrent this is achieved via a Tit-For-Tat (TFapproach. The core of this
approach basically mandates; if you send data tol mvédl send data to you.
This has the effect that the more a peer contribittehe swarm, the faster the
download rate of that peer will be. When a peerddecto start sending data to
another peer, the sending peeumshokingthe receiving peer. If that peer later
notices that it does not benefit from the data arde the sending peer stops
transmitting data, the receiving peer is said totmked

The problem with a pure TFT approach is that itvgtes no reason for a peer
to unchoke a newly joined peer as that peer doebawe any pieces to upload
and will not be able to reciprocate. To cope witlist BitTorrent uses
optimistic unchokethat are designed to aid in the bootstrapping of peers.
Each time period, usually 30 seconds, each peéss lowger its relations with
other peers and chokes the peer that has semt #nthllest amount of data. It
then randomly unchokes a new peer irpeggr-set The peer-set is the peers to
which the peer has active TCP connections to. 3énges two purposes: firstly
it helps to bootstrap new peers so that they cantribate their resources.
Secondly, it allows each peer to search for oteerpwith which it can have a
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profitable relationship. The peer getting unchokeétl hopefully reciprocate
allowing a data transfer to occur in both direcsion

For the purpose of end-host measurements, the isptranchokes are crucial.
BitProbes relies entirely on optimistic unchokes] #herefore the behavior of
the BitTorrent client, running on the measuremeoties, is optimized to

maximize the possibility of being optimistically ehoked. The key

observation is that keeping the measurement nodeeirpeer-set of as many
peers in the swarm as possible maximizes the piiipadf getting unchokes.

2.2.3.2Bitfields and “have” messages

BitTorrent is a request driven protocol. Each pesuests pieces from the
other peers in the swarm. Each peer is resporfsibleotifying the other peers
in its peer-set at to which pieces it has. Thesdla pieces the other peers can
then request. This information is distributed irotways.

During the handshake between two newly connectedsn optional BitField
message can be sent. This message is as mangrgtad the total number of
pieces in the torrent. The BitField contains a thatindices where the peer has
the corresponding piece and zeros at all othertipnsi This allows newly
connected peers to efficiently update each othdgews of which pieces that
are available for request.

The other message type is thave” message. Every time a peer successfully
receives a piece, it sends a “have” message thalbeers in its peer-set. This
tells the other peer that the corresponding piewe is available for download.

It is in the interest of each peer to advertisérthieces as quickly as possible
to the peers in their peer-group since it makespwr more interesting and
therefore increase the chances of being unchoked.

By monitoring the rate at which a peer sends oav#&i messages it is possible
for the other peers in the swarm to infer the doadlrate of that peer. This is
done by multiplying the rate at which “have” messmagre sent by the size of
each piece. This information is useful for end-hosasurements since it
allows a very conservative estimate of the downloagkcity of the host. This

information can then be used to eliminate evidertipneous measurements
done with other techniques.

Unfortunately, from the standpoint of end-host nueeents, the “have”
messages are sent in the same TCP-stream as all ioflormation sent
between peers. This includes the actual data stveaioh can result in blocks
of 16 Kbytes to be queued in front of “have” messaBecause of this, the
time which “have” messages are received by theropeers might not
correspond to the exact time at which the peeivedéhe piece.
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2.2.4 Favorable properties of BitTorrent for Internet
measurements

End-hosts running BitTorrent have many propertieg thake them amenable
to Internet measurements. The most important ogte ar

* Because the way the tracker is implemented it ssipde to connect to
a significant portion of the peers in a swarm. Tinacker has
knowledge of all peers in the swarm and will previgeers with lists
of other peers upon request. This list is a randobset of all peers in
the swarm, which makes it possible to extract gdagvortion of the
swarm’s population by repeatedly querying the tead&r new peers.

* When connecting to a BitTorrent swarm, the otharpén the swarm
will send data to the newly connected peer as agfehe optimistic
unchoke bootstrapping mechanism. This allows measeint nodes to
receive data without providing any data in retubaring the time of
which the TCP-connection is active, it is possilite perform
measurements on the end-host.

* BitTorrent is immensely popular. BitTorrent hasege user group that
frequently uses it to download files. Recently salvtarge companies
have started to use BitTorrent as a way of distirigu content
(Crawford 2005). This is a way for them to impraiser experience by
providing faster downloads as well as to extereabandwidth costs.
BitTorrent shifts the cost of content distributidlom the content
providers to the Internet Service Providers. Thikes it probable that
the use of BitTorrent will increase in the futumhich is good for
opportunistic measurements.

» BitTorrent provides the ability to track other use&lownload rate by
monitoring their “have” messages. This informatisnuseful as it
provides a conservative estimate of the downlogohcity of other
users.

2.3 Measurement theory

To be able to perform accurate measurements imoitant to have and
understanding about current research in the anethid section | will provide
an overview over the previous tools and methodsddua be used in BitProbes.

2.3.1 Topology

The topology of the Internet can be discovered qudimo techniques, the
traceroute based technique and the IP Record Rastxl technique.

10
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2.3.1.1Measurements with traceroute

The goal of thdraceroutetool is to attempt to follow the path an IP packet
takes through the network. It sends packets witnemsing IP time to live
(TTL) values. The IP TTL field specifies how mangps through the network
a packet is allowed to propagate. Each time th&gigmasses through a router
the TTL field is decremented by one. The routet tlecrements the TTL field
to zero sends an ICMP “time exceeded” messageetgdhrce of the message
and discards the packet.

To figure out the address of all routers a packeatsps through on the path to
the destination, the program starts by sendingckgtdo the destination with a
TTL value of one. The first router on the path wiicrement the TTL to zero
and therefore send back a time exceeded messagané&ssage is received by
the traceroute application and the source of thesage is displayed to the
user. traceroute then continues with a TTL of 2 awndon. The original
traceroute sends UDP packets to a random portemnetinote host. When the
target host receives the UDP packet it will resgomdth an ICMP “port
unreachable” packet. This is the sign that theet@mde has reached the target.
For the traceroute to work the port on the targedt hmust be unused, not
firewalled and the target must allow outgoing ICld&t unreachable packets
(Jacobson 1988).

2.3.1.2Measurements with IP record route

The IP Record Route (RR) option is described in RBC (ISI-USC 1981). It
allows the source of a packet to request all inggliate routers to store their
address in the header of the packet. When the peskehes the destination it
contains the path of which the packet traversed rievork. The main
drawback with IP RR option is that it only storée first 9 hops of the path.
Many paths on the Internet are longer than this eawd therefore not be
entirely mapped with IP RR.

The advantage with IP RR is that is records theresmidof the outgoing
interface of the router, the interface from whible touter sends the packet to
the next hop. This differs from a traceroute whiehords the address of the
incoming interfaces of the router. By using bothacéroute and IP RR it is
therefore possible to get gather more completeatrimdition that yields a higher
guality mapping of Internet paths (Sherwood andrigp2006).

2.3.2 Available bandwidth and loss

For many applications knowing the available bandwidnd loss-rate of an
end-host can provide valuable information aboutdkeected performance of
that host. One of the main disadvantages of emmipfitTorrent users as
targets for the measurements is that there iskathest the fact that the end-
hosts actively participate in a BitTorrent swarnfeefs the measurement
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results. For measuring the loss this is certaing/ ¢ase. Since TCP uses loss
events as markers that the link is congested diffisult to know if the loss is
caused by congestion or link quality. Because isf ighit difficult to derive an
accurate loss-rate measurement from end-hosts tsentechnique described
in this paper.

For measurements of available bandwidth the meamnts become affected
by the fact that the end-host is participating iBitTorrent swarm. The peers
in a BitTorrent swarm are encouraged to saturai tonnection to minimize
their download time. Measurements of available badih during this time
will results in a low available bandwidth, whichtisie at the time but it is also
difficult to draw any conclusions about the amouoftavailable bandwidth
once the hosts leaves the BitTorrent swarm. leieetsed that most end-hosts
have a low utilization of their Internet connectiorost of the time, which
makes the bandwidth capacity of a link a better suea of expected
performance than available bandwidth.

2.3.3 Latency

The latency of a path is the time required for ekpato traverse it. The term
latency is in literature often used interchangeabltyh terms such as Round
Trip Time (RTT) and ping. In this report | will uske term latency to describe
the RTT of a path.

There is a couple of ways to find the latency gfath. The classic way is to
send ICMP Echo Request packets to the destinatiohweaait for the echo
reply. This operation is described in RFC 791 (USC 1981), which also
states that “every host MUST” implement this fuantlity. The pi ng
application sends echo requests and records tleettiken before the reply is
received; the time is then displayed to the user.u$e pings to measure
latency is the first choice, and also the way leites are measured in the
Internet core. Sending pings to end-hosts is umhately less straightforward.
Many end-hosts are behind firewalls which filterME traffic, making the
ping application less useful. To make matters warseny firewalls also notify
the user about the incoming ICMP packet which mightl to abuse letters
being sent to the researchers responsible. Politgzdlowing pings to end-
hosts are therefore typical on measurements ptagfauch as PlanetLab.

Another way to measure latency is to use applind@gel latency. This means
sending a packet and recording the time for anieadjn level response to be
received. This can for example be the time takenhi® TCP handshake. When
a TCP connection is initiated the client sends & T&YN packet to the
destination. The destination then acknowledgespteket with a TCP SYN
ACK packet. The time required for this is usualiglstly longer that the time
required for an ICMP ECHO Request / Response. ite sp this, it is a useful
way to record the latency of a path without sen@ing ICMP packets.
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2.3.4 Bandwidth capacity

Measurements of topology and latency are uncontplicacompared to
measurements of bandwidth capacity. Measuring tHedwidth capacity in
packet switched networks is an active research aittanew methods being
published frequently. 1 will in this report give anerview of the current status
in the subject. So far research in the area of watid capacity can be grouped
into two different techniques: one packet and papke technique.

2.3.4.1The one packet technique

The one packet technique was first proposed inl¢iel 1992) and can be
summarized as follows: the propagation delay ofaekpt is a sum of the
following delays: signal speed, queuing delay aadgmission delay.

A

@ - probing packet

Traversal Time

bottleneck bandwidth

[
»

Packet Size

Figure 5: The one packet technique. Ideally onekpaof each probe size
traverses the network without experiencing croaffit. By looking at
minimum delay packets, the bottleneck bandwidthbesinferred.

Figure source: (Saroiu, Gummadi et al. 2002)

» Signal delay; the time required for the signal topagate in the
physical medium. In fiber the speed is roughly twinds of the speed
of light. This delay is constant as long as thd fmtween the hosts is
the same.

* Queuing delay can be assumed to be constant Ifrthdias no cross
traffic. In the presence of cross traffic the quguilelay can be coped
with by taking a large number of measurements aidguthe ones
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with the lowest delay. This measurement is assurteedhave
propagated through the network without any quedigigy.

e Transmission delay is the time it takes to trandimit data over the
network. This delay varies with the bandwidth céyaaf the link. In
an ideal network this delay should increase lineaith packet size.

By varying the packet size and measuring how quittik¢ packet traverses the
network, the bandwidth capacity can be inferrede fnobe which has the

smallest Round Trip Time (RTT) is assumed to haviéesed least queuing

from cross-traffic. An illustration of the one patkechnique can be seen in
Figure 5.

2.3.4.2The packet pair technique

The packet pair technique was introduced by vanhken in (Jacobson 1995).
The idea is that packets that are sent back to bgcthe source often will
traverse the bottleneck link back to back. When plekets then exit the
bottleneck link and continue into a link with higheapacity they will be
spread out. As illustrated in Figure 6 the delagjmeen these packets when
they arrive to the destination will then be promoral to the bottleneck link
bandwidth.

he packet size
At

bottleneck bandwidt

bottleneck
bandwidth

time dispersion
proportional to
bottleneck bandwidth

two large packets

Figure 6: The packet pair technique. The bottlenatkoduces a distance
between packets that is proportional to bottleneskdwidth capacity.
Figure source: (Saroiu, Gummadi et al. 2002)

The packet pair technique is also sensitive tosctafic. If the packets are
gqueued on intermediate routers on their way frone thource, the
measurements can both indicate a higher or lowedvi@th capacity than the
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true capacity. If the second packet is queued, tbsult will be an
underestimate. If the first packet is queued atfiter bottleneck link it will
result in an overestimate. To cope with the probleofi cross traffic a
Probability Density Function (PDF) is computed. #arching for peaks in the
PDF it is possible to find the inter-arrival timet packets that traversed the
network without any queuing. It is assumed thassnwaffic will have a more
random distribution while the measurements withooss traffic will have a
more compact distribution (Lai and Baker 2001). &@ample of the PDF of a
flow experiencing cross traffic can be seen in Fgl

0042 CCICOM->CMU ———
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0

Prob. Density

0 02040608 1 12141618 2 22242628 3
Interarrival times in milliseconds

Figure 7: Probability distribution of a flow from ligh capacity host to a host
with lower capacity. Limited queuing is experiened@r the bottleneck link.
Figure source: (Katti, Katabi et al. 2004)

To get even more information about the bandwidfiacéies along the end-to-
end path, recent tools also take mode gaps intouatcA mode gap is the
distance between common packet inter-arrival timBy. looking for
reoccurring distances it is possible not only talfthe bandwidth capacity of
the bottleneck link, but also to find the capadfyup to 3 bottlenecks on the
path. The way this works is that the packets tsingrthe path often are 1500
bytes large, that is the Maximum Transfer Unit (MTaf standard Ethernet.
Cross-traffic will therefore cause queuing in diger1500, 3000, 4500 Kbytes
lengths and so on, corresponding to a queue of 3,.2 packets. Because of
this the packet inter-arrival times will have alpmbility distribution similar to
the one in Figure 8. The figure shows two differguieuing delays, the
dominant one at 1.2 ms, indicating a bottlenecldéadih of 10 Mbit/s. Then
a distinct mode gap of 0.12 ms indicating that p&sloften get queued at an
additional link where the time needed for a 150 Ipacket to traverse is 0.12
ms. This indicates that the second bottleneckhiak a capacity of 100 Mbit/s.
(Katti, Katabi et al. 2004)

15



Background

0.025
CMU->CCICOM ———
5 002
{
S 0015 -
()
s 001 4
°
0 0.005 -
O .

0 02040608 1 12141618 2 22242628 3
Interarrival times in milliseconds

Figure 8: Probability distribution with mode gaf®ackets are queued because
of cross-traffic after the bottle-neck link.
Figure source: (Katti, Katabi et al. 2004)

The packet pair technique has the requirementhieaitermediate routers use
First In First Out (FIFO) queuing. If the bottlekeouter uses another queuing
policy the measurements will be inaccurate.

2.3.5 Overview of existing tools for bandwidth capacity
estimation

There are currently three tools that all perforrpazdty measurements with
high accuracy. Two are passive, MultiQ and NetTinsrd one is active,
PathRate. All these tools, when running in theirstnaccurate modes, are
capable of measuring the path capacity within 10%h® true capacity 85% of
the time.

2.3.5.1Passive tools

MultiQ

MultiQ, (Katti, Katabi et al. 2004), is a tool ddgped at Massachusetts
Institute of Technology designed to find the battlek bandwidth capacity
from TCP traces. Specifically, it is designed tdait accurate measurements
while only requiring traces from the receiver siolethe TCP connection.
MultiQ use the packet pair technique to find thettlboeck bandwidth
capacity. By introducing the Equally-spaced Mode$&E6EMG) algorithm in
addition MultiQ also has the ability to find additial bottleneck amount the
path, finding non minimum capacity bottlenecks d&of paths.

MultiQ has an accuracy that is as good as Pathitatemost accurate active
tool. The accuracy of MultiQ is also comparabldhte accuracy of NetTimer
when NetTimer operates in RBPP mode, that is wheiTiser has access to
the packet traces from both then sender and theivexc Because of the
accuracy for receiver side traces this is the tm#d for measurements of
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upload capacity of end hosts in BitProbes. To allomure change of the
algorithm used to measure bandwidth capacity, ialestamps of incoming
large packets are save and stored.

MultiQ has the disadvantage that measurement addkenlink capacity of the
end-host is fairly inaccurate. The paper states TB&o of the measurements
are within 20% of their true value. This big diffece in accuracy is because
the only information accessible to the measuremexle is the inter-arrival
times of incoming TCP ACK packets. This introdueesew source of error
since the ACK might have been queued on their wagklio the measuring
node. Many TCP implementations also use TCP delay&ld, as specified in
(Allman, Paxson et al. 1999). This causes the vecdb send an ACK only
every other packet which decreases the numbertafptants by a factor of 2.
The fact that the data uploaded by our system g Mited also makes an
ACK based approach infeasible. To be effectiveaim®unt of data uploaded
must be significant enough to generate many pdifsok-to-back maximum
size packets. This is not the case in the currestesn.

For the purposes of this system, the MultiQ techaigvorks very well for
measurement of end-host uplink bandwidth capadity. measurement of
downlink capacity it is less suitable and therefan®ther method to measure
the download bandwidth of end-hosts had to be deeel. The design of this
tool is presented later in the report.

NetTimer

NetTimer, (Lai and Baker 2001), was created at fStdnUniversity and is
designed to enable content providers to vary the and quality of content
vary depending on the bandwidth of the path. Therao reason to try to
stream high quality video to a receiver that ongsha dial up internet
connection. NetTimer use kernel density functioBsoft 1992) to eliminate
measurements where cross traffic might have affidtte result. The NetTimer
measurements can be performed in different modeseiRer Based Packet
Pair (RBPP), first described in (Paxson 1997) & rifost accurate mode, but
requires packet traces from both the sender andetteiver. Because of this
limitation this mode cannot be used in this system.

For the purpose of this paper the most interestindes are the Receiver Only
Packet Pair (ROPP), first described in (Lai andeBdl999), and Sender Based
Packet Pair (SBPP). ROPP look at the inter-arriraks of incoming data
packets. SBPP is using transport or link layer aekedgements to infer the
arrival times of the data packets. These modes Havesame properties and
limitations as the corresponding modes in Multi@hwhe difference that they
are slightly less accurate.
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2.3.5.2Active tools

The active tools can be classified into two: totist require the person
measuring to have control of both end hosts ofpidn measured, and those
that only require control of one of the hosts. Tbels that require both end
points have the advantage that they generally are mccurate than the ones
that only require control of one end point. Theadigantage is obviously that
control over both end points is required.

Pathrate

Pathrate, (Dovrolis, Ramanathan et al. 2004), iadive tool that utilizes the
packet-pair technique. It requires control of bbdsts, so the method can not
be used by BitProbes. Pathrate is very accuraté,isalespite this limitation
interesting to study it. When measuring the end#d- bandwidth capacity
between two hosts, Pathrate sends a large numbmackt-pair probes. The
inter-arrival times of these packets in each prigblhen recorded. To handle
gueuing from cross-traffic Pathrate use a techniqueh similar to the
technique used by MultiQ based on the distributibmter-arrival times. Since
Pathrate has control over both end-hosts it isiplest send a large number of
probes, resulting in accurate measurements. Thecitgpneasured by Pathrate
is comparable to the accuracy of MultiQ and NetTimeking it the most
accurate active tool studied in this report.

SProbe

SProbe, (Saroiu, Gummadi et al. 2002), is a toekldped at the University of
Washington used to measure the bandwidth capacityuricooperative
environments, and therefore only requires contfare host. SProbe sends a
probe of two TCP SYN packets with a large payldatbQ bytes). The probe is
sent to a closed port on the remote host. It thess whe fact that the remote
host will respond with a RST packet when it receiagacket on a closed port.
Unfortunately many hosts are behind firewalls, vhiwill make them
unresponsive to this.

Since the packets sent are large they will be qliexpeat the bottleneck link.
The RST packets sent by the remote host are sealirig to the assumption
that they will not be queued at any intermediateten Therefore the time
between the RST packets received at the probingdimaild be the same as
the time between the SYN packets received by thwte host. To improve
handling resilience to cross traffic SProbe sehdstwo large packets within a
train of small packets. If the small packets a@rdered the measurements is
discarded because of cross traffic. This way SPoalpefilter probes that have
experienced cross-traffic.

SProbe has an accuracy of 80% within a factor ofdawd 60% within 10% of
the bandwidth as estimated by NetTimer.
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The main disadvantage with SProbe is that the pradsesily can trigger
Intrusion detection alarms causing trouble for aesleers using the tool
extensively. If a service generates too many comiglat might be suspended
from PlanetLab. The goal is that the system deedrih this paper eventually
will run on PlanetLab, which makes any obtrusivenasacceptable. The fairly
inaccurate results are also a problem. Becaudeeeséttwo problems SProbe is
not used by BitProbes.

CapProbe

CapProbe, (Kapoor, Chen et al. 2004) developedcateksity of California at

Los Angeles, combines the packet-pair techniqueh wvilie one packet

technique. It only requires control of one sidetloé path which makes it
eligible for measurements of end-hosts. The autbbserve that a packet pair
that produces an over- or under-estimate must Ih@en queued by cross
traffic. To cope with this, CapProbe only marks e as valid if they

experience minimal delay during the transit over tletwork. This makes it
possible to achieve good accuracy with a limitednber of probes. The

number of probe pairs sent varies between 40 a@d 10

The probes used in the paper are ICMP echo requestdhe authors have also
been able to incorporate probes in regular TCRusird he disadvantage with
ICMP echo probes is that the receiver will respuaritth an ICMP echo reply
which will contain the same payload as the echoaesgy This means that the
packets going to the target will have the same agzpackets going from the
target. Because of this the current implementadio@apProbe only measures
the link of the host with the smallest capacity.

The CapProbe paper also states that CapProbe doscgioorly when the

amount of cross traffic exceeds 50% of the linkacdty. This is because the
possibility to get a sample where no queuing oexlrgets smaller as the
congestion of a link increases. This makes CapPnafguitable for the

measurement of hosts participating in BitTorrentasws, our target

environment, since these hosts tend to saturati th@oad bandwidth.

Because many end hosts have asymmetric connedtiote Internet, these
hosts will saturate their upload capacity whildl siaving available download

capacity. In an environment which is favorable @apProbe it is as accurate
as Pathrate.

A possible modification to CapProbe that would alld to measure the
downlink capacity while not suffering from low cagity uplink is to send TCP
SYN packets to unused ports, much the same wayesh& does. The target
host would then send TCP RST packets back anchteearrival time between
these would indicate the inter-arrival time of @wginal probe packets. The
probe packets can be as large as 1500 bytes, thkilRST responses will be
only 40 bytes large. Unfortunately, a large numbeTCP SYN packets to
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unused ports have a tendency to trigger IDS alawh&h makes this solution
unsuitable for BitProbes.
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3 System design

This chapter gives the reader a short introductionthe design of
BitProbes. The goals of the system are presentedwall as a

description the target environment in which thetesyswill operate. The
chapter also contains short descriptions of therapen of the system to
give the reader an understanding of how the systerks.

The purpose of BitProbes system is to provide nreasents of end-hosts to
the iPlane. An overview of the system is preseritedrigure 9. | start by
discussing the requirements of BitProbes.

Accuracy It is important that the measurements made haffecient
guality to make them useful for the clients of tR&ne.

Wide coverageFor measurements of end-hosts to have high value,
significant number of measurements must be madetsHihat are
close in IP-space have a high probability to hawalar connection
properties. The more measurements made, the higliee probability
to find a measurement close to any given IP address

Resource efficiencyhe parts of the system that are running on remot
nodes must consume a small amount of resources.

UnobtrusivenessThe end-hosts measured must not be probed with
anything that can be mistaken for an intrusionnayte

Scalable componentsThe components of the system that are
centralized must be able to support a large nurobeemote nodes.
When running on PlanetLab, up to 500 remote nodeklde used.
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Figure 9: Overview of the BitProbes system

3.1 Overview

Measurements of end-hosts are more difficult thaeasurements of the
internet core. As mentioned earlier, end-hostoétien behind firewalls which
make them unresponsive to the measurements preimes Some end-hosts
also run software that trigger alarms when any uausetwork activity is
happening. Probes used for active measurementstefnét characteristics
look very different from normal Internet trafficné might trigger alarms on
the end-hosts. This causes the owners of the tmstender what caused the
alarms, to then look at the firewall logs, and ft®io misinterpret the probe as
an intrusion attempt. This results in e-mails beirgt to abuse departments at
the ISP from which the probe came (Saroiu, Gumraeadi. 2002). Because of
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this, there are often policies against active prglof end-hosts on distributed
testbeds, and since this system is designed tcomuRlanetLab (PlanetLab
2006) on which probes to end-hosts are prohibited (gpriPeterson et al.
2006) another approach must be taken.

Instead of active probing, the system relies onodppistic measurements of
hosts that it is connected to. The number of measents possible is therefore
closely tied to the number of hosts to which thstemy has connections. One
way to achieve a high connection count is for eXdemp co-locate the
measurements software on servers that alreadyahéarge number of clients.
This has the disadvantage that it is necessargitsupde the owners of these
servers that it is in their interest to agree to tiie software. Instead | have
taken a more active approach.

Each day thousand of Internet users use the popuder-to-peer file

distribution application BitTorrent to downloaded on the Internet. These
files include for example Linux distributions, vk and music. BitTorrent
allows a person with a low-end Internet connectmserve content to a large
number of people. This is achieved by utilizing thpload capacity of

everyone downloading the file. This feature has enBdTorrent very popular

and some sources state that over one third oharet traffic in 2004 was
BitTorrent transfers (Parker 2004). By joining Bitfent swarms, it is possible
for measurements nodes to connect to the hostgiatsb with that swarm

thereby allowing measurements of those hosts.

3.1.1 Finding end-users to utilize as targets

The key to achieving good coverage of end-hostw isnake sure that the
BitTorrent swarms connected to have a large nuraberembers. Fortunately,
many websites that provide files available for dmad over BitTorrent also
specify how many users that currently is associatéla that specific torrent.
By connecting to the swarms with the highest nundfersers it is possible to
direct the measurement nodes towards the swarntishthee capability to
provide a large number of measurements. To betaltennect to BitTorrent
swarms a .torrent file is required. A .torrent fike a file that contains all
information necessary for a BitTorrent client s@oivnloading a file. To get
the .torrent files, popular homepages that providks to these files are
crawled. These files are then distributed to thasneement nodes so that they
can start to join swarms and attract traffic.

3.1.2 Aftracting traffic

Many of the available techniques to transparentBasuire properties of an
Internet path require a data transfer to alreadist &etween the target and the
measuring node. The way BitProbes attract traffict®@ participate in
BitTorrent swarms by having the measurement hasiarmodified BitTorrent

23



System design

client. The client is modified in such way thatides not store or serve any of
the content provided in the actual BitTorrent swafims allows the system to
connect to a larger number of swarms since theaiséerving copy-righted
content is eliminated.

A second modification | made to a regular BitTotrelient is to increase the
rate at which it connects to new end-hosts. Martydsrent swarms limit the
rate at which new peers are received, which deeseti®® number of possible
hosts a measurement node can be connected to.cfease the number of
connected hosts, all measurement nodes moniton@egame swarm inform
each other about the users of the swarm. This altbem to connect not only
to the clients they discovered themselves, but igbe clients discovered by
other measurement nodes.

The reason why it is important to have a high cetioe count is that

BitTorrent clients prefer to exchange content vather clients that previously
have provided them with content. Since the measemémodes do not have
any content to provide, they have to rely on theeptvays to get the clients to
send data to them. Fortunately, the way the Bi#mriprotocol works, it is

required by the clients to send data to at least amdomly chosen host to
which it is connected, this is called aptimistic unchokeBy being connected

to a large number of hosts, the possibility of geimchoked accumulates
causing each measurement node to receive a largerarf traffic.

3.1.3 Analyzing incoming TCP-streams

Attracting traffic is not enough to perform Intetmaeasurements. By closely
monitoring the rate at which packets sent by eahhmst are received at the
measuring node, it is possible to collect informatabout the Internet path
between them. It is also possible to inject extrekpts into an existing stream.
These packets will look like legitimate TCP packadsh to the end-host being
probed and to any intermediate firewalls. Theseaepackets can be sent in
such a way that they for example record the pativden the end-host and the
measuring node.

3.1.4 Analysis of log data

The BitTorrent protocol also requires that clies¢nid information about their
download progress to other clients to which theg apnnected. These
messages contain information that when analyzedigecthe rate of which
each client in the swarm is receiving content. Tisseful information since it
provides a conservative estimate of the downlogzhaity of the client. To
collect this information, each of the measuremesdes logs all BitTorrent
protocol events. These logs are then analyzedcanhtal location, the reason
for this being that a global view of the activity the swarm makes it possible
to infer each client’'s download rate with highecaacy.
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4 Implementation

This section describes the different componentshef system. The
section is divided into three subsections. Thei@editled centralized

components describes components that are desigrmed tat University

of Washington to manage the system. The distribzdagponents run on
measurements nodes and are designed to be ablentorr PlanetLab.

The section titled measurements describes the ohethat were chosen
to provide measurements, the methods that wouldigeothe most
accurate measurements given the environment in hwhlitProbes

operates.

4.1 Centralized components

The centralized components are all running at Usityeof Washington. These
applications are designed to orchestrate the measunts by assigning jobs to
measurements nodes. All centralized componentsiessgned to be able to
support up to 500 measurements nodes. The centiabsks that require more
computation power, such as the analysis of logs, & split up on several
local machines to make it possible to support gelarumber of measurement
nodes.

4.1.1 Web parser

The web parser consists of a number of scriptsdret! popular BitTorrent
websites. The crawler then adds all links to .tarfées it can find to a queue
for later download. It also records how many seeded leechers each torrent
has. The accuracy of the numbers stated on tracbsites has been studied
(Pouwelse, Garbacki et al. 2005) and is reliablee umber of seeders and
leechers is useful when assigning torrents to measnt nodes since it allows
both to assign more nodes to popular torrents dsasea chance to avoid
unpopular torrents.

The torrents that pass the requirements of popylare then downloaded. To
avoid overwhelming the BitTorrent website, the dmader sleeps 5 seconds
between downloads. This allows a download rateoofyhnly 6 torrents per
minutes which is fast enough. The web parser igyded to make a new pass
for torrents every 6 hours to make sure that régemdided torrents get
measured, as well as to remove old inactive tosrent
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4.1.2 Torrent dispatcher

The torrent dispatcher has two tasks; making sunedssign new torrents to
the measurement nodes, done every 2 hours, andrenshat the logs from
the previous run is sent back for analysis.

Every two hours the torrent dispatcher runs a sompall measurement nodes
that shuts down all currently running torrentsytstaew torrents, and moves
the old logs to the log store. To decrease logdiie the logs are stored in a
binary format as well as getting compressed withpdzbefore being
transferred over the network.

4.1.3 Log analyzer

The log analyzer is a simple application that réael bzip2 compressed log
files, analyses the information and inputs it ithe measurement database.
Information collected includes all BitTorrent protd messages received by
the measurement nodes. An anonymized version oflale will be made
public to the research community.

The log analyzer has information from all measumnm®des participating in
a single torrent. It can get more accurate infoimmaabout for example a
single peers download rate by monitoring the timesgvhich that peer sends
BitTorrent have messages. Another reason to usedsghe way to transfer
information about the BitTorrent swarms particighiie is that the information
collected later can be used in other studies. Thege can provide more
information than what is usable by the iPlane, bim¥ite other researchers to
study these logs to look at how BitTorrent funcsiorHopefully statistics
derived from the logs will provide researches witformation about how to
design more efficient file distribution protocolsh what is available today.

The drawback from using logs is that the informatiollected is delayed up to
one hour before it is entered in the database. dtiig applies to connection
information and not the actual measurements, baitconld imagine a scenario
where information about a large number of discotsamuld indicate a

problem in the network. Timely information couldttee help service providers
to locate problems in the network rapidly.

4.1.4 Shadow tracker

Since the system relies on optimistic unchokeshbiain measurements it is
advantageous to be connected to as many peersssiblpoTo possibility to

get unchoked by each individual peer is constantblg being connected to a
large number of peers the number of unchokes parihoreases. A challenge
is that trackers often specify how often a peeraamact it to receive a list of
new peers. This time is usually 10 minutes. Toaase the number of peers
each measurements node is connected to, | develapsbadow tracker
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infrastructure. Each time a measurement node regdivformation about a
peer from the tracker; this information is reportedhe shadow tracker. The
shadow tracker is then queried every minute byrnisasurement nodes for
new peers. This allows the measurement nodes te Hapeers received from
the tracker and thus be connected to a higher nuafhgeers, providing more
measurements from more vantage points.

4.1.5 Database

The database, running MySQL 5 (MySQL 2006), prosidbe interface
between the end-host measuring system and theofeshe iPlane. All
measurements of end-hosts are inserted in the akmaltogether with
timestamp information to allow the iPlane to filtart old data.

To decrease the load on the database, the updateseiat in batches every
minute. This might seem unnecessary but has priowgortant in practice. An
early version of the client sent each insert asdividual SQL INSERT and
that caused the database to become overloadedi®epgrading the database
machine to a Dual Xeon 2.2 GHz server with 4 GBaofi, update latencies of
30 seconds were not uncommon. Now the inserts adewith SQL prepared
statements, followed by ADD BATCH followed by EXECH. This allows
the database to only recompute indices once pehbas compared to once per
insert, and has decreased the load on the datababkeost zero.

4.2 Distributed components

The distributed components are designed to all@syistem to take advantage
of multiple computers spread across the Internees& run on measurement
nodes that are often under high load. Because of tihe distributed
components are designed to require only a smaluatraf resources.

4.2.1 Modified BitTorrent client

The goal of the BitTorrent client is to make Intefrfinosts send data to the
measurement node. To do this it must look like ather BitTorrent client to
the peers in the swarm. Therefore the base codeeahodified client comes
from the popular BitTorrent client Transmission giismission 2006). This
client was chosen because it is written in puren@ faas an extremely small
footprint. One instance of the client only consurd€B of memory and
almost no CPU (0.1-0.3% of a 2 GHz x86 CPU). Beeaithe small footprint
many instances of the client can run on each measmm node
simultaneously. During experiments each node has bgnning 40 instances
of the BitTorrent client without difficulty. The tge number of clients running
on each measurements node has the positive dffgatandom assignments of
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torrents to measurement nodes work well. Some eftdlrents might not be
very active, but then the client is consuming alnmmsresources.

The BitTorrent client is modified in several waysrhake it more suitable to
use for measurements.

» First, all disk 1/0 code is removed, since | onlgntto download data,
not upload anything. All incoming data packetsdisearded instantly.

» Second, the client disconnects peers after it éesived 1 MB of data.
This number was chosen since the tools used toureamwnload
capacity, MultiQ, only see slight improvements otaracy when the
TCP traces are longer than a couple of hundredgtsick

* Third, additional code to enable communication witie shadow
tracker is added, this is made to allow measuremedés connected
to the same swarm to share peer information. A% s a peer is
received from the normal tracker, the IP addreskEitTorrent port of
that peer is added to the shadow tracker. Thisvalleeers to quickly
build up a large active peer set, which increabesrate of which the
measurement node gets optimistically unchoked byother peers in
the swarm.

4.2.2 Packet analyzer

The purpose of the packet analyzer is to monitelithoming packets and take
appropriate action for certain events. The packetlyaer uses libpcap to
capture packets direct from the network stackwafig the application to get
kernel-level timestamps from when the packets adiThe measurements are
very sensitive to the accuracy of the timestampmodming packets, and in
the highly loaded environment on which the measerégmare running user-
level timestamps would provide less accurate resullore about the
importance of accurately recorded times of inconpagkets is mentioned in
the evaluation section. The downside of kernellléveestamps is that they
require root access on the host machine. This nbght problem in some
environments, but in the target environment fog 8ystem, PlanetLab, it is not
a problem.

To allow measurement of the upload capacity of terhosts the timestamp of
all incoming packets on each path is recorded.ave space only the packets
of the largest packet size seen so far is storkdt iB, suppose a host sends a
train of packets with sizes (42, 42, 1500 and 15010y the arrival-times of the
two largest packets are stored. The reason foighigat only the large packets
are of interest for the MultiQ algorithm. As soanthe packet analyzer sees a
TCP RST (reset) packet for a certain source IP:paitt, it assumes that that
host disconnected and starts the MultiQ algoritimtl@ packet stream for that
specific IP:port pair. When it gets the result frdm algorithm the information
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is added to the queue of database updates thatbwikent to the central
database.

The packet analyzer runs an individual thread ihatsponsible for managing
connections with the database. Since the load @ddkabase can be high with
more than 300 clients doing frequent inserts, alinmunication with the
central database runs in a separate thread to thaihtire application to have
to wait for database traffic. This is also impottaimce the central database is
located at the University of Washington and thentbtrip time form UW to
for example the PlanetLab nodes in Sunet is ar@dddms.

4.3 Measurements

4.3.1 Measurement of upload capacity with MultiQ

In peer-to-peer systems such as Skype and espeBidllorrent the uplink
capacity is the most important link characteristicend-hosts. For the Skype
case there is no reason to try to forward a catluph an intermediate host if
that host does not have the bandwidth capacityppat the data stream. For
normal calls the capacity required is so limitedttinost hosts can support it,
but for video calls capacity information is essaintin the BitTorrent case it is
often advantageous for a client to connect to biyacity peers since they will
have a higher bandwidth / peer ratio than clienith wower capacity
connections.

To obtain the upload capacity of the end hostsitathod proposed in MultiQ
(Katti, Katabi et al. 2004) is used. The algoritisrimplemented as a part of
the Click modular router project (Kohler, Morrisadt 2000) and was extracted
from the source tree of that project. To fit thegmses of BitProbes the code
was converted into a stand-alone application. Thendsalone MultiQ
application takes a file of inter-arrival times awdtputs the discovered
bottlenecks.

Since the iPlane is interested in the bottleneglaciy of the path, | only store
the minimum of the discovered bottlenecks in theabase. All the

measurement nodes are well connected, and it ismesk that the measured
capacity is the last-hop capacity of the end-hastisared. It would be possible
to use the other discovered bottlenecks and tmap them to another link in
the path, but there are several reasons why wel awis. First there is the
problem of asymmetric paths, wherein the path & éhd-host, the forward
path, differs from the path from the end host, rémerve path. Unfortunately,
the reverse path cannot be measured with any traigesstyle tool, and the
bottlenecks measured are the bottlenecks on thersewpath. Second the
accuracy of the measurements of the additionalemattks, the tight links, is
much lower than the measurements of the least tgpbottleneck. The
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MultiQ paper states that it finds 64% of the tidimks, misses 21% and
mislabels 15%.

4.3.2 Measurement of download capacity

4.3.2.1Passive listening to BitTorrent have messages

A conservative estimate of a BitTorrent peer's dmad capacity is its
download rate. Because of the way the BitTorreatqmol works it is possible
for any peer in a swarm to calculate the downl@ed of any peer to which it
is connected. Each time a BitTorrent peer receivgece, it will notify the
other peers to which it is connected, in orderdeeatise that it has the piece so
other peers can request it. By monitoring the o&tehich a peer sends “have”
messages it is possible to know that peer’s dovantate.

Common BitTorrent piece sizes are 64KB, 128KB ab@KB but pieces as
large as 4MB are used. The size of the blocks dirtlie accuracy of this
technique. It is not possible to get a higher amcyiof the measurements than
the piece size divided by the time windows of whilth piece is assumed to
have been downloaded.

4.3.2.2TorrentProbe

TorrentProbe is a probing tool that encapsulatggP@ibe like measurements
in the BitTorrent handshake. The implementationds completed, and it will
therefore not be evaluated in this report.

The goal is to be able to measure the downloadctgipzaf end-hosts. This can
be done by using a probing technique, for examplgReobe (Kapoor, Chen et
al. 2004). As mentioned in section 2.3.5.2, CapPrdias a couple of
drawbacks when used on end-hosts:

» CapProbe relies on ICMP packets, packets that aftenfiltered by
end-hosts as well as might cause intrusion alarms.

» CapProbe has difficulties to measure asymmetrksli@Chen, Sun et
al. 2005), links on which the bandwidth capacitytia uplink direction
differs from the capacity in the downlink direction

Both these drawbacks can be solved by instead rparfg the probing with
TCP SYN packets, much as in SProbe (Saroiu, Gumetai 2002). Sending
large amounts of TCP SYN packets might still trigogrusion alarms though,
which makes this solution unfeasible.

Instead | propose to encapsulate the probes inTleoBent application level
handshake. The regular BitTorrent handshake isy88shong, which is not
long enough to be able to perform any probing. Bythe handshake a client
can send an optional BitField message, the siggi®messages is as many bits
as there are pieces in the torrent + a paddingatenit a real number of bytes.
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The number of pieces in a torrent varies, but isrobetween 500 and 1,000.
This corresponds to a length between 60 and 128sbytortunately it is
perfectly normal for a client to send a BitTorréhtive” message for each
piece in the torrent. Each have-message is 5 bgtes which brings up the
total size to between 2.56 Kbytes and 5 Kbytess Tikes it possible to send
between 8 and 14 probe packets in a single handshak

The relationship between the probing packet sizkaamCP ACK packet size
limit the degree of asymmetry in bandwidth capaditgt this technique can
handle. A TCP ACK packet is 40 bytes, so a prolgagket size of 320 bytes
makes it possible to correctly measure a downloddthat has up to 8 times
higher capacity than the upload link. For most pggs this limitation is
acceptable.

Because the way TCP works the measured hosts ddawa to send an

acknowledgement per incoming packet, it is enouglacknowledge every

other packet as specified in the Delayed Acknowdedgnt section of RFC

2581. When sending probes it is preferable to geacknowledgement per

packet sent, especially in this case since the pummbprobes that can be sent
is limited. Fortunately, the same RFC also requlf€® to send an ACK each
time an out-of-order packet is received.
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Figure 10: Operation of TorrentProbe. Probe packeire reordered to disable TCP Dela
Acknowledgements on the remote hosts. Probe pagrssent pack to back and the ir-
arrival time of acknowledgements indicate remotst ldownload capacity.
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To force the end-host to send an ACK after eactberthe packets are
reordered. A detail illustration of the packet ardan be seen in Figure 10. As
illustrated in the figure, the probing host firsgrfprms a regular TCP hand-
shake. After that it delays the sending of packetd, but instead sends the
fourth packet, causing the remote hosts to reseadatknowledgment of the
second packet. The probing host sends packet ittnreediately after it sends
packet four, in the hope that both packets willérae the network back-to-
back. When the remote host receives packet threewill send an
acknowledgement to the probing host that it nowcessfully has received all
packet up to four. This way the remote host wildan acknowledgment after
each packet, despite that TCP Delayed Acknowledtgnenenabled. It is
important that the actual payload of each packetanes the same, the only
change is in which order the packets are sent.

After the probes have been sent the data is posepsed. This is done the
same way as in (Kapoor, Chen et al. 2004) usingnmim delay packets. If a
packet has been queued, the queuing can introdumeire the measurements.
To avoid this, only the packets which have trawerse network in the least
time is used. The accuracy of TorrentProbe sho@dcbmparable to the
accuracy of CapProbe.

4.3.3 Topology mapping

4.3.3.1Topology mapping with tracreroute

The standard implementation of traceroute sends pP&dRets with increasing
TTL. This works well in most circumstances. Howewerthe case of large
scale measurements of end hosts, this unfortundtalye some negative
properties.

* Most firewalls are configured to not send the IChIBt unreachable
reply when they receive a UDP packet to an unused Phis has the
effect that it is difficult to know when the traceite has reached the
destination.

» Traceroutes from several vantage points to the seantk host can
trigger alarms in firewalls. This might result ingry emails being sent
to the researchers responsible. During the initinlon PlanetLab this
happened and traceroutes were disabled for thefrésat run.

« To make sure that a host only is sent one tracercedquires that
information is shared among all measurement noées.example a
central server database could be queried beforb &aceroute is
initiated. This would solve the previously mentidrgroblem, but with
the downside that only one route to every giventidason is
discovered.
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To cope with all problems described above the ¥alg solution is used. A
modified version of tcptraceroute (Toren 2006)sedito send the traceroute in
the already existing TCP stream to a given hose {€ptraceroute application
was modified in such a way that it allows the TCE&yuwence and TCP
acknowledgement numbers to be specified from thencand line. The
traceroute is sent as ACK packets with the sameceolP, source port,
destination IP, destination port, and proper seggi@rumbers as a previously
sent packet. These trace packets are interpretegiicated ACKs and are
therefore ignored at the target host. The resuwttimceroute that is completely
transparent to the target. This technique is tlopgsed method for mapping
the Internet with IP record route in (Sherwood &uding 2006) and during
their experiments they performed traces to oveO@®2,end-hosts without
receiving a single complaint.

4.3.3.2Topology mapping with IP record route

Recent work in (Sherwood and Spring 2006) demotestréghat combining

normal traceroutes with probes that use the IP RecRoute (RR) option

provides an even better understanding of the né&twapology. The IP RR

option has rarely been used in network researatesinwas assumed that it
was disabled by most routers. The RR option alsatm limitation that it only

allows the first 9 hops to be discovered. Sherwand Spring show that the
first assumption is wrong, IP RR is enabled in nrasiters on the Internet.
They also show that when performing the probes fRiametLab 89% of all

hosts the probed can be reached in 9 hops or less.

The IP RR has the advantage that it captures tloé ttie outgoing interface on
the intermediate routers. Traceroute usually cagtiihe incoming interface.
The combination of the two giving a more complegalogy map can be seen
in Figure 11. This makes it easier to map discavdRs to physical routers
which is useful for services such as the iPlane.
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Figure 11: Internet mapping with both traceroutedal® RR. Both incoming
and outgoing IP addresses of intermediate routeesdiscovered.
Figure source: (Sherwood and Spring 2006)
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5 Evaluation

This section first describes how the system wasuateml for both
potential coverage and for the quality of the résullhen the results
that were gathered are presented, results that gjiyathe potential of
the method. Some of the statistics about the datkected is also
presented.

5.1 Initial evaluation on PlanetLab

The system was initially evaluated to verify thadibility of the method. In
terms of coverage and quality of results an inigahluation were done on
PlanetLab. A Java version of the client was deploye 367 PlanetLab nodes.
In this setup a crawler was run every hour thasegarwell-known public
websites for .torrent files. From these the 120 tnmspular swarms were
chosen. The reason for why only 120 swarms wersarhodespite that over
360 measuring nodes were available, was to promd#iple measurement
vantage points in each swarm. The number of meamumenodes designated
to a swarm was proportional to the number of pearsicipating in it. Each
measurement node was running only one instanckeofmbdified BitTorrent
client.

The main difference between the first version amel second version of the
client is that the first one was written in Javahil& this had the benefit that it
was easy to develop, the main disadvantage wasithadnsumed much
memory. Memory is a very scarce resource on Platetind therefore it was
only possible to run one instance on the clientRlanetLab node. The second
difference was that this client kept a small casheecently received pieces in
memory. Data in this cache was offered for uplaathat the client would not
have to depend only on peers optimistically unchgkit to initiate data
transfer. This difference had the effect that easkance of the old client was
collecting roughly 5 times more measurements thancurrent client. On the
other hand the new client is only using 0.1% of aheount of memory of the
old client.

5.1.1 Coverage

To verify that it would be possible to cover a ngumber of Internet hosts,
coverage data was examined for 48 hours. The tatéhigh measurements
were gathered is summarized in Figure 12. Duririg 48 hour period, the
measurement nodes connected to 301,595 distiraaddResses. The number of
unique IPs for which upload bandwidth capacityreates was gathered were
70,428. Connections were initiated with IP addre$se3,591 distinct ASs and
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19, 639 distinct BGP prefixes. The run covered eosts in 160 different
countries. These initial results showed that oppustic measurements
obtained from BitTorrent makes it possible to measularge number of end-
hosts and that the hosts measured come from mdferedit parts of the
Internet.
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Figure 12: Rate of increasing connections and messents during the
48 hour run on PlanetLab.

5.1.2 Clustering of results

Even if the coverage of end hosts is significarig far from complete. Instead,
it is assumed that hosts that are close in IP spkmewill have similar link
characteristics. By clustering hosts based on I€fix@s it is possible to
generalize results for prefixes to which thereriy@ few measurements. The
validity of this assumption is explored in Figur8. For every /24 prefix in
which measurements was performed to multiple ersishérom the same
vantage point, a ratio was computed of the maximiomthe minimum
measured bandwidth capacity. For 70% of /24 prefixthe capacities
measured differ by less than 25%. During the 48 moeasurement period, a
total of 61, 294 /24 prefixes were covered, whiale aepresentative of
measurements to over 15 million end-hosts.
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Figure 13: Maximum / minimum quota of discoveretbag capacity of hosts
located within the same /24 subnet.

5.2 Results from UW machines

The results presented in this section were coliebte8 machines running at
the University of Washington. Each of these wasing 40 instances of the
modified BitTorrent client. The results presente@rev collected between
September ¥ 2006 and September™92006. Two popular web-sites

providing links to .torrent files was crawled ever® hours, and the 100 most
popular torrents discovered was assigned to thesunements nodes.

5.2.1 Rate of connections

The rate of which new hosts are discovered is goitant measure of the
success of the technique described in this repamtly it gives an indication

of with what speed new hosts are discovered. Ségdariddicates whether the
system begins to deplete the pool of clients usangents hosted on the web-
sites crawled.

The rate of new end-hosts in presented in FigureSidce the rate of new
connections shows no sign of flattening out, | ¢ode that the pool of end-
hosts using torrents from the two web-sites is iigantly larger than the

number that can be covered by this system in a weektherefore possible to
increase the rate of newly discovered end-hostadoyng more measurement
nodes to the BitProbes system. Since BitProbegsgyded to eventually run

! The web-sites crawled were http://www.mininova.angl
http://www.thepiratebay.org.
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on PlanetLab, it will be interesting to see howiragrease from 8 to over 350
measurements nodes will increase the rate at vamdkhosts are discovered.

During the week analyzed in this report, the meament nodes initiated
connections to, or were connected from, a totalla$e to 500,000 unique IP
addresses, each connection providing the oppoyttmiperform a wide range
of measurements.

Connections to unique IPs

600,000

—— cumulative connections

500,000 — — —connections / 6 hour

400,000 /
300,000 /

200,000 /

100,000 /

Time(Days)

Figure 14: Rate of increasing connections to unitRi@ddresses

As data for longer time periods become availabkudpect that the system
eventually will see a decrease in the rate of whigw end-hosts are

discovered. When this happens it will be necessarfind new web-pages

providing .torrent files. Currently both web-sitemwled are European, but as
new web-sites from other continents are addedillibe possible to extend the

period for which new hosts are discovered at a higga It should be noted that
the current the web-sites were chosen becausedidtiem are immensely

popular and both serve content in several langyagesing them to have to
global reach.

5.2.2 Rate of capacity measurements

Measurement of the upload bandwidth capacity ofotenmosts is the most
difficult measurement performed by this system.b&amable to infer the upload
capacity of end-hosts, a TCP flow with a significanmber of packets has to
be sent by the end-host to the measurement noéeflavn is then analyzed by
MultiQ resulting in a measurement of the bandwickipacity. All flows with

more than 100 full-size packets are analyzed, amohg the week covered in
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this report, significant flows from 176,487 uniglieaddresses were received.
In 96,080 of these (54%), MultiQ is able to tekethpload capacity. The rate
which new end-hosts are successfully measurecsepted in Figure 15.
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Figure 15: Rate of increasing measurements of iguaddresses

As can be seen in Figure 15 the number of measumtsrigincreasing steadily
during the 7 days analyzed. The number of cunugdatieasurements is the
number of unique IP addresses that has been mda#Aseseen the system
manages to successfully measure the upload capatitpughly 100,000
unique IPs in a week, which means that roughly % iiscovered end-hosts
upload capacity is measured. As the system runsudh@ber of measurement
should get closer and closer to the number of dimeal hosts, since the rate of
which new hosts are discovered can be assumedtead® over time.

5.2.3 Network coverage

In terms of network coverage, the results shoveadiof depleting the source.
During the 7 day period, hosts in 21,032 BGP unignegixes were connected
to. A BGP prefix corresponds to an entry in thebgloBGP routing table. As

seen in Figure 16 the number of prefixes discovéliegtens out significantly.

During the 24 first hours of operation almost haffthe total number of

prefixes was discovered. This shows that even thalig swarms joined have
a large number of end-hosts associated with theost of these hosts are
located in a limited section of the Internet. Thagon for this could be that the
web-sites used to collect .torrent files focus gpet of content that are of
interest only in some parts of the world. Findingbasites that either have a
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more diverse clientele, or a clientele that isadigj from the other websites
crawled will hopefully mitigate this problem.

Network coverage
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Figure 16: Network coverage

The coverage of BGP Autonomous Systems (AS) shawias properties as
the coverage of BGP prefixes. During 7 days a tofal3763 ASs were
connected to, with close to half of them being aseed in the first 12 hours
of operation. The method to increase the numb&Ssf covered is the same as
with BGP prefixes. Since one AS often corresporwd®rne Internet Service
Provider (ISP), the key in getting higher coverageo find sources with
material that either is interesting globally, anding more sources that target
different markets than the sources currently uteshould also be noted that
the activity and size of different ASs varies, wiile effect that some ASs will
be difficult to reach with this method. On the athand will the ASs measured
be the biggest and most active ones, causing tbeme the most valuable to
measure.

5.2.4 Geographic coverage

To see what level of geographic coverage that ssipte with BitTorrent
measurements, | used a tool from CAIDA (CAIDA 200&ed to map IP
addresses to countries. During the 7 days analiyedds report, IP addresses
from 165 different countries were connected tohart of the 22 countries that
received the most connections can be seen in Figure

41



Evaluation

Other 143

81, 4997 countries, 73213

AR, 5136
HU, 5208
TW, 5889
DK, 5927
Unknown, 6092
SG, 8178
CN, 9036
MY, 9615
BR, 9994
Fl, 10091
NL, 11249
AU, 12916 J

NO, 15136
FR, 17029
PL, 17338

Us, 70654

SE, 46701

ES, 39639

GB, 36127

CA, 33732
DE, 23018

Figure 17: Number of connections to the top 22 toes

The figure shows that some countries are bettegreavthan others, suggesting
that the source web-pages are better know in sameties. Surprising is for
example the high number of measurements of Swéniists, despite the small
population of that country. | attribute this faotttvo causes; the websites used
have been mentioned in mainstream media in Swedaking it know by the
general population. The other cause is that theepéaige of broadband users
differs in different countries. Additionally it cabe noted the geographic
coverage is impressive, hosts from 165 countriesagling the entire globe has
been connected to.

5.3 Capacity distribution

To know the distribution of upload capacities oénssof peer-to-peer systems
is important when designing new peer-to-peer systeSince the upload
capacities of a large number of end-hosts were unedsl take the opportunity
to present some of the results in this report. Sithe measurements are of a
large number of hosts running BitTorrent, is can dmssumed that this
distribution is fairly representative for users BitTorrent and for users of
peer-to-peer swarming systems in general. The dpt@gacity distribution
measured is presented in Figure 18.
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Figure 18: Upload capacity distribution of BitTomeusers

As seen a significant majority (70 %) of the hdsése an upload capacity
between 350 Kbit/s and 1 Mbit/s. Only 10% of hdsise an upload capacity
of 10 Mbit/s or more. What also can be noted ig¢ tha 5% of hosts with
bandwidth capacities between 55 Mbit/s and 110 $hitcontribute with 64 %
of the available resources in the system, suggestirat successfully
incorporating the resources of the high capacignes is a important trait of
efficient peer-to-peer systems. Further analysih@fdata is needed before any
conclusions about the efficiency of BitTorrent danpresented, and that is not
within the scope of this report. The data will beda public, making it
possible for other researchers to answer questtuth as; what is the
correlation between a BitTorrent peers upload dapand download rate.

5.4 Validation of capacity
measurements

The bandwidth capacity measurements rely on intérad times observed
between data packets in the connections | maintéhm BitTorrent peers. As
previously mentioned the MultiQ technique is used infer end-to-end
bottleneck bandwidth capacity from these intervafritimes. Although the
performance of MultiQ presented in previous studgsencouraging, with
85 % of measurements based on data packets withi® lof the true
bottleneck capacity, the properties of PlanetLalsthiomight introduce
additional problem. The system is designed to exslytrun on PlanetLab and
that environment can be extra challenging for imtémeasurements. To see if
the purposed technique would work in the Planetlatvironment an
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additional experiment was set up. The results weea compared to results
made by S2 (Lee, Sharma et al. 2005).

I I
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Figure 19: Bandwidth capacity distribution of 10Bgaths between PlanetLab
nodes as measured by the iPlane and*by S

A test torrent was set up and 357 PlanetLab naieed the torrent. The paths
between the PlanetLab nodes were then opportualigtimeasured using the
same technique that is used to measure end hdstsexperiment resulted in
10,879 paths in common with measurements made lpnShat same day.

Figure 19 compares the bandwidth capacities meadwehe two methods.

The measurements made by the iPlane closely miabae tof S3 for capacities
less than 10 Mbps. At higher bandwidth capacittegy are only roughly

correlated. This difference is probably from S3ngsPathrate that, as noted
previously in the paper can be a very accurate tdolortunately for Pathrate

to work accurately, the CPU on the system shouldllee preferably Pathrate
should be the only running application (Dovroli08D The reason for this is
that Pathrate uses user-level timestamps, which lvé@l inaccurate in an

environment under heavy load. On PlanetLab the twadhe system is high,

load averages of above 10 are common. The inteaaitimes recorded by

BitProbes come from kernel-level timestamps, whiztk more accurate in
environments with high load. When measuring highdvédth path accurate

time-stamping is crucial. A 1500 byte packet wilvia a transfer time of only
0.8 ms. On paths with capacity higher than 10 Mbitthe MultiQ technique

records many paths as either around 45 Mbit/s @3paround 100 Mbit/s

although with a small systematic under-estimati®mce both these are
common capacities for large corporations and imstihs these results are
plausible for the environment measured.
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5.5 Results summary

The results collected by BitProbes show that the afsBitTorrent to attract
traffic from end-hosts is a successful method. g/Sirservers for one week has
yielded connections from close to half a milliorddrosts from 165 countries.
The coverage in terms of Internet geography is atgaressive, with hosts
from over 20,000 different entries in the global B@®uting table and over
4,000 unique Autonomous Systems. All these conmestiprovide the
opportunity to unobtrusively measure the remotet.Hblse most challenging
measurement performed by BitProbes is measureroéttie end-hosts upload
capacity. This measurement requires the end-hasgrid a significant flow of
maximum size TCP packet to the measuring node.r@#s has during the
week analyzed in the report successfully infertes upload capacity of close
to 100,000 different IP addresses.

The results also show that hosts that are closac¢h other in IP address space
also, with high probability, have similar connedticcharacteristics. By
analyzing the bandwidth distribution of hosts withine same /24 IP subnet, it
can be concluded that measurements of one host2# subnet is a useful for
prediction the bandwidth capacity of other hostshis same subnet. In one
week, BitProbes successfully measured the uplopdcta of hosts in 69,026
different /24 subnets, corresponding to over 1Tionilhosts.
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6 Related work

In this section | investigate previous systems thatve taken an
opportunistic approach to measurements, focusingadvantages and
disadvantages of the methods used in the systesnslal. | note that,
while the systems have been successful for thgnopas, none of them
is able to perform measurements to such a large beumof
uncooperative end-hosts as BitProbes.

6.1 PlanetSeer

PlanetSeer (Zhang, Zhang et al. 2004) monitor uskethe CoDeeN (Wang,

Park et al. 2004) CDN, to detect failures on thierimet. PlanetSeer monitors
existing TCP connections and notes when an unesghedisconnect event
occurs. When noticing a disconnect PlanetSeer tmiggobe the remote node
from different vantage points, and if a node ischedole from some vantage
points but not others, it is noted as a route abatty.

The coverage of PlanetSeer is on the order ofl2 tihousand clients peer day,
with no information about what fraction of thesatthre clients that are new to
the system. There is also no information in theepaghether all these clients
come from unique IP addresses or if many of themgirate from the same
source, but (Sherwood and Spring 2006) note thagénwmonitoring the
CoDeeN network for a week, 22,428 unique IP adésesgere seen. The
system described in this report initiates around,&00 connections to unique
IP addresses per week. The measurement infrageuddscribed in this paper
covers more than one magnitude more end-hostsPlaaetSeer.

6.2 TCP sidecar

TCP-sidecar (Sherwood and Spring 2006) perforntetoates to end-hosts to
be able to construct an accurate router-level tgpolof the Internet. Since
traceroutes often cause IDS alarms, the tracesmabedded into existing TCP
connections. TCP sidecar use TCP connections fnansburces:

» Passive monitoring of CoDeeN, resulting in measemmto 22,428
unique end-hosts per week.

» Downloading robots.txt from web-servers. This methgielded
166,745 unique IP addresses, although this methmdowsly can
cover a significant higher number.
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Downloading content of web-servers is a technidua¢ iis promising when the
goal is to record topology. For measurements ofilth capacity there are
some drawbacks with this method. The robots.tet fisually fits in one IP

packet, making analysis of the TCP stream to irfandwidth capacity

impossible. Instead it would be necessary to doadhlarger or multiple files

from each web-server. This is possible, and puttiegPacketAnalyser in front
of a web crawler would definitely yield a large ren of measurements,
making it reasonable to investigate this more thghly. In this report

however, the investigation is left for future wokn other drawback of this
method is that web-servers generally are bettenexted than ordinary end-
hosts, causing any statistics, for example bandwithpacity distribution

generated with this method to be biased.

6.3 Spurious Traffic

By looking at unconventional sources of networlffita(Casado, Garfinkel et
al. 2005) is able to achieve great coverage fdr theasurements. The sources
used include SPAM traffic, traffic from worms anast@mated scans, yielding a
potential coverage of several hundred thousandHABs example the authors
state that CAIDA received probes from 359,000 itddcservers during the
first Code Red outbreak. The authors use a similarof tools to perform their
measurements, for example is MultiQ used to discthwe bandwidth capacity
of the end-hosts. Although this technique is pramgisn terms of coverage, it
has some problems associated with it.

» Traffic flow length. The amount of traffic sent wach host in for
example an IP scan or a worm attack is very limifEais makes it
difficult to use any of the existing passive tom$nfer path properties.

» Biased results. The hosts infected by worms aenafthrepresentative
for the Internet as a whole. For example, one efrtiost severe worm
attacks, the SQL slammer attack, only infected essrvrunning
Microsoft SQL server. This causes any statisticEvdd from the
measurements to be difficult to use in other studie

Even if measurements of BitTorrent users also shobiased view of the
Internet, the bandwidth capacity of peer-to-peearsiss more interesting for
research than the bandwidth capacity of servensimgrMicrosoft SQL.

6.4 Planet Scale Software Updates

In a paper from Microsoft Research (Gkantsidis, agénnis et al. 2006)
geared towards the behavior of software updates.atithors had access to
packet trace data from Windows Update servers.oiigh the paper did not
focus on measuring Internet path properties theyewable to present an
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impressive coverage of Internet hosts. During tsar yuring which the traces
were collected, over 150 Million unique IP addresseere seen. Analyzing
packet traces from update services certainly hasnpal to achieve great
coverage, with the downside that the amount ofieréifowing from the end-
hosts to the servers is small, making measurenoéigisd-host upload capacity
difficult. On the other hand Microsoft has contoser the application running
on the client machines, making it possible for themlter the behavior of the
end-hosts. The paper discusses how a peer-to-pgbution strategy would
decrease the load on the update servers, andtiftifadegy is implemented it
would be possible to incorporate measurement catte the update client
allowing for better peer selection. In the paper #uthors discuss grouping
clients into distribution groups depending on A#ic8 bandwidth capacity of
end-hosts is very divers, varying between 36 Kbilialup to 100 or
1000 Mbit/s Ethernet it would improve download pemfiance to not only
group clients by AS but also to make sure that lugpacity nodes are used
more efficiently.
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7 Conclusion

In this report | have presented BitProbes, a sygierforming measurements
to Internet end-hosts. BitProbes attracts connestivom close to half a
million unique end-hosts per week, connections tlake used to
opportunistically infer link latency, Internet tdpgy and upload bandwidth
capacity of the hosts. All these measurements exfenmed unobtrusively, no
probes that might trigger IDS alarms are sentsd gresent the design of a tool
that utilizes the BitTorrent handshake and TCP eackeordering to
unobtrusively measure the download capacity of lew&ts. The number of
connections covered by BitProbes is more than deroosf magnitude higher
than what previous systems relying on opportunistieasurements have
attracted, suggesting that the method used by &#2ris successful.

BitProbes attract traffic by connecting to swarmt tbe popular file-
distribution application BitTorrent. Results colied by BitProbes, show that
the pool of end-hosts that can be measured usiagetthnique is significantly
larger than the close to 500,000 connected to duhia week analyzed in this
report. It also suggests that an even higher raten@asurements can be
achieved if the number of measurement nodes isé@sed.

The measurements collected by BitProbes are fatetdPlane, allowing the
iPlane to predict link performance not only fordmtet core routes, but also for
the link between two arbitrary end-hosts. By makiitg possible for
applications to a priori know the properties ofathosts, the applications can
choose which hosts to connect to based on metrck as link latency or
capacity. With this information it has been showattthe iPlane is able to
improve performance of CDNs, voice-over-IP applmat and BitTorrent.

BitProbes, as a system, has exceeded expectatahsirb terms of rate of
measurements and in terms of discovered hostsaritbe concluded that
utilizing users of BitTorrent as targets for endshaneasurements is an
excellent method to unobtrusively perform measurgmef large numbers of
end-hosts.
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AS

BGP

CDN

FIFO

ICMP

IDS

IP RR

ISP

LRF

MTU

RBPP

RFC

Autonomous System

A collection of networks and routers under conbglthe same
entity sharing the same routing policy

Border Gateway Protocol

Protocol used by Internet Service Providers to camicate
routing information

Content Distribution Network

A system for large-scale content distribution aer Internet

First In First Out
Queuing policy used by many Internet routers

Internet Control Message Protocol
Protocol used by Internet hosts to send controbamss

Intrusion Detection System

A system monitoring network activity to detect ugion
attempts

Internet Protocol

The protocol handling addressing on the Internet

IP Record Route

Option in the IP header asking routers to appemdirterface
which packets exit to the packet header

Internet Service Provider

Company or organization providing Internet accessnd-users

Local Rarest First

Piece selection strategy used by BitTorrent to msle that
the rarest pieces are downloaded first.

Maximum Transmission Unit

The largest packet size that can travel over a \iithout
getting fragmented

Receiver Based Packet Pair

NetTimer mode used when both sender and receigeedrare
available.

Request For Comment

Document describing Internet standards and drafts
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ROPP

RTT

SBPP

TCP

TCP-ACK

TCP-RST

TCP-SYN

TFT

TTL

UDP

Glossary

Receiver Only Packet Pair
NetTimer mode used when only receiver traces sadadle

Round Trip Time

The time it takes for a packet to travel to a ravwist plus the
time it takes for the response to travel back &gtburce
Sender Based Packet Pair

NetTimer mode used when only sender traces aréabiai

Transmission Control Protocol
Reliable byte stream protocol used on the Internet

TCP Acknowledgement

TCP packet type sent to acknowledge that data s b
received successfully

TCP-Reset

TCP packet type used to terminate a TCP connection
TCP-Synchronize

TCP packet type used to initiate a TCP connection
Tit-For-Tat

Policy for trading resources in which the defatdtes is trusted
Time To Live

Field in the IP header specifying the number ofshappacket
can travel before it is discarded

User Datagram Protocol
Unreliable datagram based protocol used on thenete
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